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Abstract

Spam reviews, written primarily to promote or demote a product or brand,
mislead people for making purchases and make decisions difficult for customers.
Much research has been done to detect spam reviews, and different methods have
been developed, but these methods often use metadata to detect spam review,
and because of the use of metadata, singleton reviews (reviews whose author has
submitted only one comment) are dropped from the dataset because these types
of reviews do not give much information to the model. In addition, in existing
methods, comment text is considered any other text in text classification issues,
while comment text contains many features that can be extracted and used to
detect spam reviews. In this research, a hybrid model using 4 BiLSTM networks is
presented, trained on the comment’s text and the comments’ polarity. Due to the
lack of polarity of opinions in different datasets, a sentiment analysis model has been
used that extracts the polarity of opinions from the comments text and adds it to
the dataset. Since the model depends only on the comment’s text and does not use
metadata, there will be no problem in detecting singleton spam reviews using this
model. The proposed model is evaluated for English and Persian languages. The
performance of the proposed model is comparable for both Persian and English. For
English, the accuracy was 89.4% on the OpSpam dataset and 87.7% on the Hotel
domain (Doctor, Restaurant (HDR)) dataset. Also, 87.7% accuracy was obtained
for the Persian language on the Digikala dataset.

Keywords: Review Spam Detection, Opinion Spam, Deep Learning, Ensemble
Model, Long Short-Term Memory (LSTM), Persian, English.
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1 Introduction

Customer reviews are critical because they significantly impact other customers, and the
information it provides makes a user decide to buy a product. Nearly 95% of people read
the reviews written about products before buying online and then decide to purchase
[10]. The impact of these comments is not only on customers, but businesses use these
reviews to improve the quality of their services or marketing decisions, etc. Due to the
importance of these reviews and their impact on product sales, spam reviews have also
spread. Spam review is an opinion that is not the result of a person’s experience and is
written to promote or demote a brand. Spam reviews can lead other customers to make
wrong decisions. On many websites, people can post any review, and it is difficult for
humans to tell if a comment is spam, which is why spam review is becoming more and
more challenging to detect. Therefore, there is a need for a model that can recognize
these spam reviews.

In recent years, much research has been done to identify spam reviews, and various
businesses are looking for a way to deal with spam reviews. The number of researches in
this field is increasing exponentially [1], and due to the increase of unrealistic information
on the Internet, the research about spam detection is increasing every day.

There is a problem called singleton spam reviews in existing methods of detecting
spam reviews. These comments are written by people who have written only one com-
ment. If metadata such as username, IP, etc. are used to train the model for detecting
spam reviews, singleton reviews do not give any information to the model, and there-
fore in many of existing methods, these reviews are dropped from the dataset, and these
methods cannot detect singleton spam reviews. In addition, in existing research, the
features of the comments text are usually not considered, while comment text includes
different features that can extract and use to train the model.

In this research, a hybrid model is proposed that depends only on the text of the
review and its label. The polarity of comments is also extracted from the comment text
using a sentiment analysis model and added to the dataset. The model is implemented
so that it can be trained for different languages with minor changes.

The proposed model is also trained for Persian. Existing methods for detecting
spam reviews for the Persian language using traditional machine learning models have
addressed this issue, so the results obtained in this study are significantly better than
existing research for Persian.

2 Background and related works

The topic of review spam detection has been one of the most active topics for research
in recent years. Much research has been done on this subject, and the number of these
researches is increasing exponentially. In these researches, different learning methods
and characteristics have been examined. Research to detect spam review can be divided
into different categories by aspects such as the type of learning, type of features used,

54 B | Proceedings | CYSP 2024 | University of Tehran



cvsp TCHE THIRD CONFERENCE ON R L
YBERSPACE
2024 =0

ol g5 oLl S ol 18 S8l S wdigo 0385 Is — | Fo P LT 1 o LA

identification techniques, etc. In terms of the type of learning, research is divided into
supervised learning, Unsupervised Learning, and semi-supervised learning [4].

2.1 Types of learning
2.1.1 Swupervised learning

Supervised learning is one of the most efficient methods of machine learning. This
method uses labeled data. The problem with this type of learning is that there are not
enough labeled data. For this reason, researchers are trying to use other methods as
well. Numerous studies have used supervised learning methods to detect spam reviews.
This type of learning performs better than other machine learning methods if there is a
sufficiently labeled dataset. In this research, a supervised learning method and labeled
dataset have been used. As mentioned, most existing methods try to use all available
metadata. For example, Huang et al. [2] have used supervised learning. They collected
data using crawlers from Epinions. They also gave their model information, such as
how helpful the comment was and what rating it was given. Using extensive metadata
does not necessarily improve model performance. Mukherjee et al. [3] showed that the
low usefulness of a comment is not a reason for the comment to be spam because one
of the methods used by spammers is to use group spamming in which several people
write a comment and, in this situation, Spammers are more likely to rate each other’s
opinions higher and choose those opinions as applicable.

2.1.2 Unsupervised learning

One of the significant problems with machine learning models is the lack of labeled
data. If there is enough labeled data, the best way is to use supervised learning, but
real-world data is often unlabeled, so unsupervised learning does not require labeled
data. Data labeling is a difficult task that is both time-consuming and costly. Lots of
data related to user comments are also unlabeled. For this reason, researchers try to
use the method of unsupervised learning. Although unsupervised methods have poorer
performance than supervised methods, new research seeks to optimize these methods
to perform better. In 2020, Saumya et al. [5] developed an unsupervised model using
LSTM and Autoencoder networks that can be trained using comment text without
labels. They used the Matthew correlation coefficient (MCC) metric to evaluate their
model.

2.1.3 Semi-supervised learning

In recent years a method has been used called semi-supervised learning. This method
uses labeled and unlabeled data. A small set of labeled data and a set of unlabeled
data are given to the model. In this method, the unlabeled data is labeled using labeled
data, and then the labeled data is used as training data [1]. In this way, more labeled
data is given to the model for training. Research using this method has increased in
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recent years. Different methods are used for semi-supervised learning, and in [0], the
performance of each of these types of methods is compared.

2.2 Related works

In this research, the issue of detecting spam reviews for both Persian and English
languages has been investigated, and the efficiency of the proposed model has been
evaluated for both languages. So, in the related works section, related works for English
and Persian languages are discussed in two separate sections.

2.2.1 Related works for English

The issue of spam detection was first formulated by Jindal et al. [7, &, 9]. They divided
spam into three categories: unrealistic, branded, and unrelated. They claimed that
the second and third categories of comments do not pose a problem and are easily
identifiable, but the first category are not easily recognizable, and a model must be
created to identify them [10]. In research [9], measuring the similarity of opinions
has been used to identify spam. The first public dataset to detect spam reviews was
published by Ott et al. [11] in 2011. This dataset contains 800 truthful comments and
800 deceptive comments about 20 Chicago hotels. Deceptive reviews in this dataset are
written by Amazon Mechanical Turk (AMT). A few years later, Li et al. [13], based on
Ott et al. [11] dataset, introduced a dataset prepared in three domains: hotel, doctor,
and restaurant. This dataset is one of the most widely used datasets in spam detection,
and the amount of data in the Li et al. [13] dataset is more than the dataset of Ott et
al. [L1].

In the study of Wael et al. [12], the effect of different preprocessing stages on the
data on the efficiency of the spam detection model was investigated. Several prepro-
cessing methods on the text such as stop word removal, removing emphasis marks,
stemming, etc. were examined in this study and the effect of each of these methods
by teaching several different models of machine learning such as Naive Bayes Network,
Support vector machine, random forest, etc. were measured. With the growth of deep
neural networks, usage of these networks in spam review detection research has also
increased. In general, deep neural networks have several advantages over traditional
machine learning methods. First, neural network-based models have many nonlinear
methods that can be modified and enhanced based on neural network depth. Second,
neural networks can derive features from raw data. That is, the feature extraction step
is done in the neural network itself, and the third thing that is most used in the field
of working with text is that using deep learning if a good word embedding is used in
model training, the model can easily understand the relationship between words and
their proximity to each other and even sentence structure [14]. Lie et al. [15] Have
used CNN networks to detect spam reviews. In their research, word vectors are given
as input features to the network, and spam reviews are directly identified using CNN.
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The use of hybrid methods and the integration of several deep learning models have
also been considered to detect spam reviews. Zhang and Ren [16] used document-level
learning to detect spam. First, a document is given to the model, and using CNN
combined with a network (Gated-RNN), the sentences and their structure are learned,
and the document vectors are extracted by this method, then these vectors are used
directly to detect spam reviews. Zhao et al. [17] have used a new method called using
word order-preserving in the convolutional layers and merging CNN network, instead
of using the usual concatenation layer in the convolutional network. This maintains the
order of the words in the integration layer and improves the CNN network for spam
detection.

The length of review texts is very different, so a maximum length is usually consid-
ered for the input text. This maximum length should be chosen so that the model has
the most performance, but if this maximum length is small, a large part of the data will
be lost, and if this maximum length is considerable, it will have a high computational
cost. So, Kumar et al. [18] came up with using the full text of the reviews. They
divided the text of each review into several smaller parts and assigned a label equal
to the original review label for each of them. These scaled-down comments were given
to a combined CNN and GRU networks model, and the final label was determined by
max-voting. Barushka et al. [19] developed a deep neural networks (DNN) model.
They have tried to use the content of the review to train their model, using both the
bag of words (BOW) and the meaning of the words to teach the model. They also used
N-gram and Skip-gram word embedding methods to obtain word vectors and train their
model.

2.2.2 Related works for Persian

The proposed model is also trained and evaluated with Persian data in this research.
Therefore, existing methods to identify spam opinion in Persian have been reviewed in
this section.

Little research has been done to identify spam reviews in Persian. Existing research
has also used traditional machine learning methods for this subject, so their results
are not very good. Safarian et al. [20] have used feature ranking for review spam
detection. They have tried to examine the various features used to train the model in
the problem of spam review detection. They have used different models such as Naive
Bayes, decision tree, support vector machine, etc. Each of these models is trained with
different features such as overall product rating, the sentiment of comments, POS tags,
etc. In their research, training data from users’ opinions of the Digikala website (the
most extensive retail site in Iran) has been used. Basiri et al. [32] Also tried to use
various machine learning methods such as Naive Bayes, decision tree, support vector
machine, and various features extracted from the comment text and other metadata
available in the dataset. Their research has been done on balanced and unbalanced
data, and according to the obtained results, the support vector machine for unbalanced
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Figure 1: Proposed model architecture

data and the decision tree for balanced data have the best performance.

3 Methodology

This research aims to provide a hybrid model for detecting spam reviews. In the pro-
posed model, only the text of the reviews and their labels is used to train the model.
Due to the effect of opinion polarity on the problem of spam review detection [21], and
given that the polarity of opinions may not be present in different datasets, in this
study, the polarity of opinions is extracted by a sentiment analysis model and added
to the dataset. In the text of a comment, the first sentence and the last sentence are
more critical, and for this reason, in this research, training is done on the first and last
sentence separately. As shown in Figure 1, in this research, the text of the comment is
divided into three parts: first sentence, last sentence, and middle context, and each of
these three parts is given to a bidirectional long short-term memory (BiLSTM), and the
entire comment text is given to a BiLSTM. There is a total of 4 BILSTMs in the pro-
posed model. The output of each BiLSTM layer, after passing through a self-attention
layer, eventually joins together to form a vector. The polarity of the review, which is
calculated as binary (positive or negative), is also joined to this vector at this stage, and
the resulting vector is given to a fully connected layer (classification layer) to produce
the final output label.
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Table 1: Statistics of HDR dataset

\ Turker \ Expert \ Customer‘

Hotel (P/N) | 4007400 | 140/140 | 4007400
Restaurant (P/N) | 200/0 120/0 200/200
Doctor (P/N) | 200/0 | 32/0 200/0

3.1 Dataset

In this research, two datasets OpSpam [22] and (Hotel, Doctor, Restaurant (HDR))
[13], have been used. The reason that several datasets are used in this research is to
the proposed model be comparable with different models and different researches, and
also the performance of the model is measured in different domains.

OpSpam [22] is a balanced database that contains 1,600 reviews of Chicago hotels.
This dataset contains 800 spam comments and 800 real comments. There are 400
negative comments and 400 positive comments in each of these categories. In this
dataset, real comments are collected from the Yelp website, and deceptive comments
are generated by Amazon Mechanical Turk (AMT).

Data sets (Hotel, Doctor, Restaurant (HDR)) [13] have also been used in this re-
search, which is one of the most widely used datasets in research in the field of spam
review detection. This dataset is collected in three domains of comments related to
hotels, restaurants, and doctors. real comments in this dataset are collected from cus-
tomers of each domain and deceptive comments are written by AMT or employees of
each domain (expert). The statistics of this dataset are given in Table 1.

3.2 Data preparation

As shown in Figure 2, the dataset is first examined to see if it includes the polarity of
the comments. If the dataset does not have the polarity of comments, the sentiment
analysis model automatically extracts the polarity of the comments in binary (positive
or negative) from the comments text and adds it to the dataset. The dataset is then
divided into two parts: training data and evaluation data. In this study, 20% of the
data is considered evaluation data, and the rest is considered training data.

After this step, the data balance is checked, and if the dataset is unbalanced, the
data are balanced using the OverSampling method. This method is one of the standard
methods of data balancing.

After balancing the data, the comment text is divided into the first sentence, middle
context, and final sentence. Each of these sections is tokenized. The entire text of the
comment is also tokenized at this stage. In this research, the SpaCy library has been
used for preprocessing in English, and also Hazm and Parsivar libraries have been used
for Persian. After data tokenization, the stop words are removed, and word vectorization
is performed. Finally, these vectors are given as input data to the spam review detection
model.
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3.3 Comment polarity extraction

Due to the effect of opinion polarity in detecting spam reviews [21] in this study, the
polarity of comments has been used to detect spam opinions. Because the polarity of
opinions may not be present in many datasets, first, the dataset is examined. If the
polarity of opinions is not available, using a sentiment analysis model, the polarity of
opinions is extracted from the text of the opinion and added to the dataset. Finally,
the model is trained to detect spam using this new dataset.

For English, an open-source sentiment analysis model has been used, implemented
using CNN, and has an accuracy of about 85%. For Persian, an ensemble sentiment
analysis model has been used, implemented using BiLSTM and BiGRU networks, and
has an accuracy of about 92%. In this research, sentiment is considered binary, and one
opinion can be positive or negative.

3.4 Bidirectional Long Short-Term Memory (BiLSTM) layer

Long Short-term memory networks (LSTMs) are commonly used for sequence models,
and since a text is also a sequence of words and letters, LSTM networks perform well for
text classification issues. These networks are a particular type of recurrent neural net-
work (RNN) that has solved the problem of gradient vanishing by introducing memory
cells and gate mechanisms. In this type of network, the information generated at the
output is stored in a memory cell. This storage operation is controlled by three gates
(9i» 91, 9o) and determines the amount of forgetting or storage of information defined in
Equations 1 to 3. In these equations, x; is the input at position j of the sequence given
to the model. h;_; is also the state of the previous cell.

gi = o(x; W% + h;_ W) (1)

gf = U(ijxf + hj_lwhf) (2)
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Figure 3: Bidirectional Long Short-term memory (BiLSTM) architecture

9o = o (W™ + hj W) (3)

The new model is also a linear equation of z; and h;_; given to a tanh activation
function (Equation 4).
2 = tanh(z; W7 4 h;_Wh=) (4)

The value of z in a linear combination with the previous amount of memory creates a
new amount of memory. Equation 5 shows this linear combination in which ¢; is the
new value, and c;_1 is the previous value of the memory cell. g; controls the amount
of forgetting the previous amount of memory, and g; specifies the new amount to be
stored in the memory cell.

¢j = gfcj-1+ giz (5)
The final output, as mentioned, is controlled using the g, gate, and the c¢; value is

generated using the tanh activation function, which is shown in Equation 6. In this
equation, h; represents the LSTM output at position j.

hj = go(tanh(c;)) (6)

The BiLSTM model has been used in this research. BiLSTM traverses the sequence
in two directions. Two LSTMs are used in this model, one of which follows the sequence
from beginning to end and the other from end to end. Moreover, the training process is
done this way. The information of these two LSTMs is concatenated in each step. The
architecture of the BILSTM model is shown in Figure 3.

BiLSTM output in each position is the concatenation of the output of forwarding
LSTM (LSTM) and the output of backward LSTM (EJSTM) (Equations 7 to 9).

By = LSTM (¢4, hy) (7)

by = ESTM (1, ) (8)
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Hy = (bt : hy) (9)

In this research, the text of each comment is divided into three parts: the first
sentence, the middle context, and the final sentence. Each of these parts is given to a
BiLSTM. The entire comment text is also given to a BiLSTM. That is, in total, the
proposed model includes 4 BiLSTM models.

3.5 Self-attention mechanism

Self-attention is a particular attention mechanism that can efficiently detect dependence
in different parts of a sequence such as convolutional neural networks or recurrent neural
networks, with the difference that in comparison with recurrent neural networks or
convolutional neural networks have fewer parameters and less complexity. The output
of the self-attention layer is a weighted average of different positions of the sequence.

In this research, multilayer perceptron has been used as the primary attention func-
tion, and softmax function has been used for normalization. The output vectors of
the first sentence, the middle context, and the last sentence generated by BiLSTM are
represented by s1, so, and s3. The input of the attention layer itself is a combination
of three vectors, s1, s2, and s3, which are displayed as S = [s; : s3 : s3]. Equations 10
to 12 show these steps.

Adp = tanh(W - ST +b) (10)
Attention = softmax(Adp(S)) (11)
Attention; = exp(Adp(S,)) (12)

327y exp(Adp(S;)

The output of the self-attention mechanism is the weighted average S, while the
weight matrix is Attention. In practice, the output of the self-attention mechanism is
still a sequence, and each element can be seen as a representation of the document. The
final output of the self-attention mechanism is displayed with Z.

The output of the BILSTM corresponding to the entire comment text is displayed
with s.. s. and Z are both representations of the comment text that concatenate
together. At this point, the polarity of the review represented by p is also added to this
sequence. Equation 13 specifies the final output generation steps.

O=1[Z:sc:p] (13)

This output (O) is given to a fully connected (FC) layer to generate the output label.
The final label is generated in binary and specifies whether the comment is spam or
genuine.
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Table 2: Optimal hyper-parameter values for each dataset

Dataset \ Embedding size \ Learning rate \ Hidden size \ Epochs
OpSpam 100 0.0007 64 35
HDR — Hotel 100 0.0005 64 40
HDR — Doctor 100 0.0005 64 40
HDR — Restaurant 100 0.001 32 40
Digikala (Persian lang) 50 0.005 40 15
4 Results

As mentioned earlier, the proposed model for English is evaluated on the OpSpam and
HDR datasets, and for Persian on the Digikala dataset. Because the proposed model
for Persian and English has been evaluated, the comparison of results for each language
is given in separate sections. Compared to the base model [10] and other models, the
results showed that the proposed model’s performance for the OpSpam dataset and the
Hotel domain of the HDR dataset is better than other models. Also, for Persian, the
obtained results showed that the performance of the proposed model is much better
than the existing methods.

4.1 Evaluation metrics and Hyperparameters

In this research, several evaluation metrics have been used to make the results more
reliable and to be able to compare these results with other research. Accuracy, F'1,
Recall, and Precision metrics are used (equation 14 to 17). The use of multiple eval-
uation metrics is crucial in research that uses unbalanced data sets because the use of
one metric cannot show reliable results.

TP+TN
A = 14
Y = TP Y FN+TN + FP (14)
TP
= ———— 1
Reca TP LN (15)
TP
= ———— 1
Reca TP L FN (16)
19« Precision x Recall (17)

Precision + Recall
The proposed model hyperparameters are adjusted to obtain the best result for each
dataset. Table 2 shows metadata per dataset. This table lists essential parameters such
as learning rate, embedding layer size, hidden layer size, and the number of configured
epochs per dataset.
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Table 3: The proposed model result for English datasets

Dataset \ F1 \ Accuracy \ Precision \ Recall
OpSpam 88.6 89.4 86.6 90.6
HDR — Hotel 87.7 87.7 87.9 87.5
HDR — Doctor 88.54 89.51 96.66 81.69
HDR — Restaurant | 86.42 86.25 85.36 87.5

Table 4: Results comparison for English

Dataset H Model \ Year \ F1 \ Accuracy \ Precision | Recall
EnsDOS [27] 2019 | 85.7 85.7 85.5 86.1
SOMCNN [29] 2021 | 85 86 85 86
HDR (Hotel) CNN_BIiLSTM [30] | 2021 | 86.1 83 86.8 853
Proposed Model - 87.7 87.7 87.9 87.5
EnsDOS [27] 2019 | 85 847 83.6 86.5
SOMCNN [29] 2021 | 93.0 | 94.0 93 93.0
HDR (Doctor) |~ mirgTag [30] [ 2021 | 92.8 91 97.0 889
Proposed Model - 88.54 89.51 96.66 81.69
EnsDOS [27] 2019 | 85.8 85.5 841 88.5
SOMCNN [29] 2021 | 88.0 | 88.0 89 87
HDR (Restaurant) | —eopr gy (30 [ 2021 | 80.9 | 775 90.5 | 73.1
Proposed Model - 86.42 86.25 85.36 87.5
SingleCNN [23] | 2017 | 81.1 81.2 78.2 843
IMP [21] 2018 | - 835 - -
ObSham MFCNN [20] 2020 | 86.5 835 84.6 884
pop DOSDL [27] 2020 | 87.1 872 87.3 875
DOSLSTM [27] | 2020 | - 833 78 81
Proposed Model - 88.6 89.4 86.6 90.6

4.2 Result comparison for English

Table 3 shows the results obtained for the proposed model for different English datasets.
The training and evaluation of this model for English have been done on two widely
used datasets, OpSpam and HDR. The HDR dataset includes three domains: Hotel,
Doctor, and Restaurant. Due to the differences in the domains of this dataset, train-
ing/evaluation of each domain has been done separately. Table 3 shows the results for
each dataset in separate rows.

In the following, a comparison is made between the results of the proposed model for
English and the existing methods (Table 4). However, before explaining the comparison
table, it should be noted that the results of research in spam review detection are highly
dependent on the dataset. For this reason, in Table 4, the results of other research are
presented based on their datasets, and the best results obtained for each research are
shown in this table.

As shown in Table 4, the performance of the proposed model for the OpSpam and
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Table 5: The proposed model results for Persian (Digikala dataset)

’ Dataset \ F1 \ Accuracy \ Precision \ Recall ‘
| Digikala [ 886 ] 894 [ 8.6 | 906 ]

Table 6: Results comparison for Persian

Model Year F1 | Accuratgflg\ll];i'l(?cision | Recall
FRRSD [32] | 2019 | 82.4 83.3 - 82.4
SURSD [33] | 2019 | 78.0 - - -

| Proposed | - [874] 877 | 886 [ 862 |

Hotel domain of HDR datasets is better than the other methods, but for the Restaurant
and Doctor domains of (HDR) dataset, the proposed model performs worse than the
other methods. One reason for this difference is the size of datasets. The OpSpam
and Hotel (HDR) datasets are larger than the Restaurant (HDR) and Doctor (HDR)
datasets. Therefore, it can be said that according to the obtained results, the perfor-
mance of the proposed model is better on larger datasets and does not perform well
on a small dataset. According to the results in Table 4 for the Restaurant (HDR) and
Doctor (HDR) datasets, none of the models is better than the other in all metrics.

4.3 Result comparison for Persian

As mentioned in this study, the proposed model on a Persian dataset was also trained
and evaluated. Since not much research has been done for Persian on this subject, there
are not many datasets to detect spam reviews. The only dataset used by researchers
in this field is the Digikala dataset (Digikala.com, the largest retail website in Iran).
This research has used this dataset to train and evaluate the model. Table 5 shows the
results obtained by the proposed model for the Digikala dataset.

The following compares the results of the proposed model and existing methods in
the field of spam review detection for Persian (Table 6). Not much research has been
done to detect spam reviews for Persian, and existing methods have used traditional
machine learning methods. In all methods presented in this table, the Digikala dataset
has been used.

There is a big difference between the performance of the proposed model and other
methods of detecting spam for Persian, and the proposed model has a better perfor-
mance than other methods. The main reason for this difference in performance is that
other methods (FRRSD, SURSD) use traditional machine learning methods to detect
spam reviews. Although metadata is also used in these methods, their performance is
significantly lower than the proposed method. This indicates that the use of metadata
does not increase efficiency and, in some cases, may reduce model performance due to
challenges such as singleton spam reviews or group spamming.
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Figure 4: Impact of using opinion polarity in proposed model for different dataset

4.4 Impact of each Technique

This section examines the impact of “data balancing” and “review polarity” used in the
proposed model.

4.4.1 Using review polarity

To determine the effect of using the polarity of review in the proposed model to detect
spam reviews, the model is trained once without using polarity and once using polarity,
and the results can be seen in Figure 4. As shown in this figure, the impact of using
the polarity of reviews is considerable.

4.4.2 Data balancing

Data balancing can increase the model’s efficiency because if the data set is balanced,
the model will be trained equally on each class. In this section, the impact of using
data balancing is examined. The OpSpam dataset is balanced, so there is no need to
use balancing, but the Doctor (HDR) and Restaurant (HDR) datasets are not balanced
and need to be balanced. As explained, this study used OverSampling to balance the
data. This section shows the impact of using data balancing (Figure 5). As shown in
Figure 5, the use of data balancing in unbalanced domains of the HDR dataset (Doctor
and Restaurant domains) has significantly impacted model performance.
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Figure 5: Impact of oversampling for imbalances datasets

5 Conclusion and future works

This research aims to provide a model using deep learning to detect spam opinions,
in which only the text of the comments and their labels are used for training. Since
in the comment text, the first and last sentences are more important than the middle
context, in the proposed model, the comment text is divided into three parts, the first
sentence, the middle context, and the last sentence, and each of these sections is given
to a BILSTM model. The entire comment text is also given to a BiLSTM. Using a
sentiment analysis model, the polarity of opinions is also extracted in the absence and
given to the spam review detection model. Finally, the output of the four BiLSTMs
and the polarity of the review are concatenated together to form a vector. This vector
is then given to a fully connected (FC) network, generating the final label. Various
techniques such as balancing, using the self-attention mechanism, etc., have been used
to increase the efficiency of the proposed model.

The proposed model for Persian and English languages has been trained and evalu-
ated in this research. For English, two datasets, OpSpam and HDR, were used. Compar-
ing the proposed model with similar methods shows that the proposed model performs
better than similar works for the OpSpam dataset and Hotel domain of the HDR dataset.
Although performance enhancement is minor in the proposed model, it is worth noting
that only the text of the comments was used for learning in this study, and no metadata
was used. For Persian, considering that the research done so far has all used traditional
machine learning methods, the performance of the proposed model was much better
compared to them. Although model performance is currently acceptable, some points
can improve model performance and be referred to as future work. One of these tasks is
to use algorithms to find the optimal value of hyper-parameters or use meta-learning. It
is also possible to augment the data by translating the comment into different languages
and then returning it to the original language and using it to balance the data.
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