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Abstract

The development of Software Define Networks (SDN) networks and the of Net-
work Function Virtualization (NFV) have provided the sharing of resources for
cloud service providers. Developing effective virtual network embedding (VNE)
algorithms for an SDN network is crucial to improve resource utilization. How-
ever, after allocating resources to a virtual network request, most existing VNE
algorithms allocate the same resources to that request until the end of execution,
which causes this problem in most cases; due to the existence of disconnection in
the physical network graph, even with empty resources, it is not possible to map a
new request. The proposed MaVNE method in this article models the VNE as a
MILP problem and while calculating the migration cost of virtual networks, it tries
to address the mentioned problem. The results of evaluation and comparison of
the proposed method with basic methods show the power of the proposed method
in increasing the acceptance ratio of virtual networks. But the cost of migration
is added to the migrated networks. Therefore, by increasing the cost, which is the
cost of immigration, the acceptance ratio can be increased.

Keywords: Network Embedding, Network virtualization, Linear problem, Mi-
gration, Software Define Network.

1 Introduction
The rapid advancement of cloud computing services and virtualization technologies has
transformed how network resources are managed and utilized. Among these technolo-
gies, Software-Defined Networking (SDN) and Network Function Virtualization (NFV)
have emerged as key enablers, allowing for more flexible and efficient network man-
agement which make it possible to easily share resources between users using cloud
resources. SDN decouples the control and data planes, providing centralized control
over network resources, while NFV facilitates the virtualization of network functions,
enabling dynamic and scalable deployment of services. Together, these technologies

1

Proceedings | CYSP 2024 | University of Tehran | ■ 25



Figure 1: An example of two virtual networks embedding

have paved the way for the efficient sharing of network resources among multiple cloud
service providers, giving rise to the concept of Virtual Network Embedding (VNE) [1].

VNE is a fundamental process in SDN-enabled networks that involves mapping
virtual networks (VNs) onto a physical substrate network. The goal is to allocate
the physical resources such as bandwidth, CPU, and memory to meet the demands of
multiple VNs while optimizing resource utilization across the entire network. Effective
VNE algorithms are critical for enhancing the overall efficiency and performance of
SDN-based networks [2]. These algorithms must address the challenges of resource
allocation in a dynamic and often unpredictable network environment, where demand
can fluctuate and network topologies may change. An example of VNE is demonstrated
in Fig. 1.

As shown in Fig. 1, there is a substrate network with five nodes whose resource
capacity is written on nodes and seven links which their bandwidth capacity is written on
links. Also, there are three different VNs with node requirements and link bandwidths.
A VNE problem is looking to find a better place on the substrate network for VNs and
the goal is increasing the acceptance ratio and revenue, and decreasing the cost. In Fig.
1, VN1 and VN2 are embedded successfully, but VN3 is not embedded, although there
are enough resources, the resources are disconnected.

However, a significant limitation of most existing VNE algorithms is their static
approach to resource allocation. Once resources are assigned to a VN request, they
remain fixed for the duration of the request, regardless of changes in network condi-
tions. This static allocation can lead to inefficiencies, particularly in scenarios where
the physical network graph experiences disconnections or where available resources be-
come fragmented [1, 3]. In such cases, even when there are sufficient resources available,
the inability to reallocate or migrate resources dynamically can prevent the accommo-
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Figure 2: An example of substrate and virtual network

dation of new VN requests, thereby reducing the acceptance ratio of the network. This
problem is shown in Fig. 1 which the VN3 is not mapped successfully, although there
are enough resources. The problem is that the resources are disconnected and just by
changing the mapping location of one of the requests, enough connected space will be
created for the third request as shown in Fig. 2.

As shown in Fig. 2, imagine that VN3 is arrived after VN1 and VN2. After em-
bedding the VN1 and VN2 like Fig. 1, there is not any enough connected resource to
assign to VN3. But by changing the mapping location of one of the requests, enough
connected space has been created for the third request as well.

To address these challenges, this paper proposes a Migration-Aware Virtual Network
Embedding (MaVNE) approach that models the VNE problem as a Mixed Integer Lin-
ear Programming (MILP) problem. The MaVNE method introduces a dynamic resource
allocation strategy by incorporating migration costs into the VNE process. By calculat-
ing the potential migration cost and considering it in the decision-making process, the
MaVNE approach aims to improve the overall acceptance ratio of VN requests while
managing the trade-off between resource utilization and migration overhead.

The rest of the paper is organized as follows: Section 2 provides a review of related
work in the field of VNE. Section 3 details the proposed MaVNE methodology, including
the formulation of the MILP problem and the migration cost model. Section 4 presents
the experimental setup and results, comparing the performance of the proposed method
with baseline approaches. Finally, Section 5 concludes the paper with a discussion of
the findings and potential directions for future research.
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2 Related Works
The VNE has attracted a lot of attention in recent years. The proposed methods for
this problem can be examined from different aspects, most of which are shown in Fig.
3.

As seen in Fig. 3, VNE problems can be classified into two categories: static or
dynamic. Static problems are problems in which all requests are known at the beginning
of resource allocation, and resource allocation is done once, and all requests must use
the same resources until the end of execution. But in dynamic mode, requests are
entered into the system in order, and the number of times and the time of execution of
the proposed algorithm is usually uncertain and depends on things such as the time of
entering a new request [1].

The next item is the objectives of algorithms related to VNE problems, which in-
clude: cost [2], revenue, security [3], acceptance rate, and topology [4]. Most of the
articles related to VNE seek to increase the revenue of the service provider, reduce the
cost of the user and increase the acceptance ratio in the sense of increasing the number
of received requests. Some of the latest articles also examine security and try to use
physical resources that have the same security level as virtual nodes as much as possible
to map virtual networks. Some articles also look for mapping based on network topol-
ogy and try to use resources that lead to non-separation of the network by knowing the
network topology.

Mapping of virtual networks is done in two phases: node mapping and link mapping.
Node mapping is the concept of choosing suitable physical nodes for virtual nodes, which
is usually done by methods such as ranking [5] or prioritizing nodes, or giving credit to
nodes. Link mapping is also usually done by algorithms of finding the shortest path or
commodity flow. Now, these two phases can be done in coordination [6] with each other
or uncoordinated. Coordination means to think about the link mapping phase in the
node mapping phase and sometimes to change the node mapping in order to achieve the
goals in the next phase. This mode itself can be classified into two other cases, which
are two-phase and single-phase. In the two-phase stage, the two stages of node and link
mapping are performed separately and sequentially, but in the single-phase stage, the
two stages are performed completely side by side.

VNE algorithms can be executed in one of two central [7] or distributed [8] modes. In
centralized mode, only one node is responsible for managing the entire physical network.
But in the distributed mode, the responsibility of managing the network in a distributed
manner is the responsibility of several components that must communicate with each
other peacefully. Also, the methods proposed in previous articles can be classified as
linear programming methods, statistical methods [9], or methods based on machine
learning or deep learning.

Linear programming based methods use problem modeling as a linear or non-linear
programming problem and then look for a solution by searching the complete or pruned
state space [10]. But statistical methods by estimating the result and machine learning
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Figure 3: Classification of VNE problems

methods by learning and testing do this [11]. In node mapping, the resources that must
be allocated from physical nodes to virtual nodes include processor, memory, and hard
drive, and in link mapping, resources such as bandwidth are considered.

3 Proposed MaVNE method
The proposed MaVNE method is a VNE solution which model it as a Mixed-Integer
Linear Programming (MILP). The main contribution of the proposed method is its
migration awareness. After allocating resources to a request, the previous methods did
not reclaim the resources until the end of the execution, and this problem led to the
problem shown in Fig. 1 and 2, which the proposed method addressed. Therefore, the
proposed method has a modeling of the VNE problem that this model is re-executed
during the following three states and each time it is executed, all allocated resources
are withdrawn to be re-allocated.

• A new virtual network request arrives

• Completing the arrival of an allocated virtual request
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Table 1: Notation

Parameters
Gs = (Ns, Ls) Substrate network

Ns = {Ri|i ∈ Ns} Substrate nodes with their amount of resource
Ls = {BW ij |i → j ∈ Ls} Substrate links with their amount of bandwidth

Gv = (Nv, Lv) Virtual network
Nv = {Ru|u ∈ Nv} Virtual nodes with their amount of request

Lv = {BWuv|u, v ∈ Nv, u → v ∈ Lv} Virtual links with their amount of required bandwidth
Rv = (Gv, Stimev, deadlinev) Virtual Request with their submitted time and deadline

i, j Substrate nodes
u, v Virtual nodes

costmigration Migration cost
M A fix time size for extending the simulation time

Variables
Xij

uv Binary variable, virtual link u → v is mapped on sub-
strate link i → j

Y i
v Binary variable, virtual node v is mapped on substrate

node i
delayt

v Delay of virtual request v at time t
Puv The path for mapping virtual link Luv

• Elapse of a predetermined fixed period of time

But we must note that with this work, a request may receive different resources
during two consecutive executions, which forces migration for these types of requests.

The required notations are demonstrated in Table 1 and as demonstrated we model
the substrate and virtual networks as an undirected graph with nodes and links. The
nodes have resources like CPU, Ram, and hard. The links have resource like bandwidth.

The proposed MILP model for VNE is shown in Equation P1 which is a minimization
problem. The objective function has fine different sections which are combined and are;
(I) node mapping cost, (II) link mapping cost, (III) migration cost, if the location of
nodes are changed, (IV) migration cost, if the location of links are changed, and (V)
delay of virtual requests. In fact, the model minimize the embedding cost which is based
on the amount of resources are used for each mapping (both of the nodes and links),
the migration cost which is based on the happened migration for both of the nodes and
links, and the delay for all available requests.

The constraints are shown in Equations (p1a) to (p1g). In fact, constraint (p1a)
demonstrates that the amount of bandwidth of physical links allocated to virtual links
should be sufficient. (p1b) demonstrates that the amount of resources required by vir-
tual nodes should not be more than the resources available in physical nodes. Constraint
(p1c) demonstrates each virtual link should be mapped on a physical path whose size
is equal to the size of the path for which the virtual link is selected. Constraint (p1d)
demonstrates each virtual node should mapped on only one physical node. Constraint
(p1e) demonstrates that the delay of each virtual request should computed with com-
paring the simulation time (t) with their deadline time. Constraints (p1f)-(p1h) manage
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the range of possible answers.

min
∑

i,j∈Gs

∑
u,v ∈Gv

Xij
uv ∗ BW (Luv) (p1)

+
∑
i∈Gs

∑
v∈Gv

Rv ∗ Y i
v

+
∑

i,j∈Gs

∑
u,v∈Gv

∑
t∈time

costmigration

((
Xij

uv

)
t
−

(
Xij

uv

)
t−1

)
+

∑
i∈Gs

∑
v∈Gv

costmigration

((
Y i
v

)
t
−

(
Y i
v

)
t−1

)
+

∑
Rv

∑
t∈time

delayv

s.t : ∑
i,j∈Gs

Xij
uv ∗BW (Luv) ≤ BW (Lij) ∀u, v ∈ Gv (p1a)

∑
i∈Gs

Y i
v ∗Rv ≤ Ri ∀v ∈ Gv (p1b)

∑
i,j∈Gs

Xij
uv ≤ |Pu,v| ∀i, j ∈ Gs, ∀u, v ∈ Gv (p1c)

∑
i∈Gs

Y i
v ≤ 1 ∀i ∈ Gs,∀v ∈ Gv (p1d)

delaytv ≥
∑
v∈Ns

Y i
v ∗ (t− delayv) ∀t ∈ time, ∀v ∈ Gv (p1e)

Xij
uv ∈ {0, 1} (p1f)

Y i
v ∈ {0, 1} (p1g)

delaytv ≥ 0 , Puv ≥ 0 (p1h)

As shown in problem (p1), the simulation time is the time which passed by one
of these events (receiving a new request, completing one of the accepted requests, or
passing a fix time size) and its initial value is zero. For better understanding focus on
Fig. 4.

As shown in Fig. 4, imagine that there are four requested networks which three of
them arrived at time zero. So, the first simulation time (sim_time0) is equal to zero.
In order to extend the simulation time, there is three rules: (1) a request is completed.
(2) a new request is arrived. (3) a fix time is elapsed.

With extending the simulation time, the MILP model is executed again. But for
each execution of the proposed MILP model, all of the assigned resources should be
released and all of the not completed requests should be update their remained time for
using the resources. This is the point that can address the problem shown in Fig. 1,
and Fig. 2.
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Figure 4: Three different events for expanding the simulation time

Table 2: Evaluation parameters

Substrate network
Node numbers, link numbers 20, 54

Node capacity [20, 70], uniform distribution
Link bandwidth [10, 50], uniform distribution

Virtual network
Node numbers, link numbers [2,4], [3,7]

Node capacity [2, 10], uniform distribution
Link bandwidth [1, 15], uniform distribution

Arrival time Poisson distribution
deadline random
Fix time 20 second

Simulation
Language, framework Python, Pyomo

Mipgap = 0.5 A Pyomo parameter for search tree pruning

4 Evaluation of MaVNE
In order to evaluate the proposed MaVNE method, we used a random topology for
substrate and virtual networks which are formed by NSG2.1 (graphical GT-ITM) [13].
The used parameters are shown in Table 2.

As shown in Table 2, we imaged that there is a substrate network with 20 nodes and
54 links. The nodes' capacity obeys a uniform distribution, between 20 and 70 and the
link bandwidth also obeys the uniform distribution which is between 10 and 50. The
virtual network has minimum 2 nodes and maximum 4 nodes. Also have minimum 3
and maximum 7 links. The requests arrival time obeys the Poisson distribution with
random number for deadline. We implemented the proposed MaVNE and the previous
paper EE-CTA in python, Pyomo and evaluated it on a Windows based system with
16G Ram, and a CPU corei7, 1.80 GHz, 11 generation.

4.1 Simulation results
We compared the proposed MaVNE with EE-CTA [1] which was a topology-aware VNE
method and used a decomposition method for slicing the substrate network for better
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Figure 5: Average acceptance ratio over time

mapping to avoiding the problem of mentioned in Fig. 1 and Fig. 2. So, the EE-CTA
was the best method for comparing with our proposed method. The acceptance ratio
and the cost for different number of VNs are demonstrated respectively in Fig. 5 and
Fig. 6.

As shown in Fig. 5, the average acceptance ratio decreases over time, which is due
to busy resources due to an increase in the number of requests. Requests are entered
into the system with Poisson distribution, and with the arrival of each new request
or the completion of one of the previous requests or the passage of a fixed period of
time, the allocation of resources for all requests starts again from the beginning. Also,
for each reassignment, the time required for the tasks that had previously received
resources but have not yet been completed is recalculated. According to Fig. 5, the
proposed MaVNE method has a higher acceptance rate compared to the previous EE-
CTA method, and this increase in acceptance rate is due to the ability of the proposed
method to reallocate resources for all new requests and requests that have not yet been
completed. We have assumed that we know the time required to execute the requests.
While in the real environment, it is necessary to calculate the required time of requests
usually by methods such as estimation or prediction.

As shown in Fig. 6, the cost spent on mapping requests increases with time. We
have calculated this cost in two ways. One is when we have measured the migration
cost of the proposed method and the other is when we have ignored the migration cost
of the proposed method. The first case is shown in Fig. 6 and the second case is shown
in Fig. 7.

When we included the migration cost for the requests that used different resources
during different time periods, the average cost in the proposed method of MaVNE was
higher than the previous EE-CTA method. However, it is necessary to bear the cost
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Figure 6: Average cost over time (with migration cost)

of immigration in order to increase the acceptance rate. Also, to prove the issue once
again in Fig. 7, we omitted the cost of migration and the results show that in this case,
the cost was significantly reduced compared to the previous method, but it is natural
that in the real environment, the cost of migration cannot be omitted. And the bottom
line is that in order to increase the acceptance rate, the cost of immigration must be
borne. Note that the cost of migration does not cause a problem in the previous EE-
CTA method. Because the previous method does not allow requests to migrate, and all
requests from the first time they receive resources, must use the same resources until
the end of execution and are not allowed to change resources.

As the last evaluation test, we compare the execution time of the proposed MaVNE
and EE-CTA and the results are shown in Fig. 8.

As demonstrated in Fig. 8, the average execution time in the proposed MaVNE
method is as close as the previous EE-CTA method. Although the EE-CTA sometimes
has less execution time, it's because of not adding the executed requests to the allocation
process again. However, the proposed MaVNE for each running the VNE problem,
releases all the resources and assigns again all of the resources from the beginning.

5 Conclusion and future work
In order to solve the problem of not being able to allocate resources when there are
sufficient and unrelated resources, MaVNE method was proposed. The proposed method
can update the simulation time in the following three cases: when a running request
ends. When a new request enters the system. When a fixed predetermined period of
time elapses. With these explanations, the proposed MaVNE method can first retrieve
all the available resources and then map all the resources from the beginning every time
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Figure 7: Average cost over time (without migration cost)

Figure 8: Average execution time
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the resource allocation algorithm is re-executed. This will increase the acceptance rate.
However, the cost of mapping increases due to the need to migrate requests to which
the assigned resource has changed. Therefore, in order to increase the acceptance rate,
it is necessary to bear the cost of immigration.
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